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Why Web Corpora?

because more data are better data

As replacement for linguistic reference corpora
main goal of the early WaC(ky) community
cheaper, larger and more up-to-date than traditional corpora
Web corpus should be similar to reference corpus

Computer-mediated communication (CMC)
Twitter, Facebook, chatroom logs, discussion groups, . . .
many Web genres share aspects of interactive CMC
Web corpus = targeted collection of CMC genres

Scaling up NLP training data
1964: 1 million words (Brown Corpus)
1995: 100 million words (British National Corpus)
2003: 1,000+ million words (English Gigaword, WaCky)
2006: 1,000,000 million words (Google Web 1T 5-Grams)
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Is bigger always better?

From small, clean and well designed . . .
British National Corpus (BNC)
movie subtitles, newspapers, . . .

. . . to large and messy . . .
WaCky, WebBase, COW, TenTen, GloWbE, Aranea, . . .
sampling frame unclear, lack of metadata
boilerplate, duplicates, non-standard language

. . . to huge n-gram databases
largest corpora only available as n-gram databases, e.g.
Google’s 1-trillion-word Web corpus (Web 1T 5-Grams)
tend to be even messier, often w/o linguistic annotation
lack of context, and incomplete because of frequency threshold
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The close-up of the big Picture

cross-linked structure of web pages
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The close-up of the big Picture

the interesting web pages

SIGWAC WaC@eLex August 10th, 2015 9 / 27



The close-up of the big Picture

web pages returned by some means of query
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(Some) Things can go wrong — and if they can they will. . .

Documents might turn out to

1 be in the wrong language (or of the wrong genre)
2 contain gibberish (characters, words, . . . )
3 contain undesireable content
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(Some) Things can go wrong — and if they can they will. . .

Documents might turn out to
1 be in the wrong language (or of the wrong genre)
2 contain gibberish (characters, words, . . . )
3 contain undesireable content

– parts of a page (e.g. boilerplate)
– whole pages (e.g. duplicates or near-duplicates)
– whole sites (e.g. bot-traps)
. . .
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The BootCaT Idea
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How to select Words for the initial Seed Combinations

. . . or: it’s good to have a corpus to build one
Use a small list (in the 5-to-15 range) of middle-frequency words
from a general corpus.

Digression: For a specialized corpus words that are expected to be
representative of this very domain can be used, e.g. names of rock
bands.
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How to send Search Queries

Application Programming Interface (API)
An API is a means for software to interact with other software.

Major search engines (e.g. Google, Yahoo!, Bing, Ask.com) provide
APIs that let you specify (some of) the following features:

the language of the result pages

the country (or region) to which to restrict your search results,
i.e. only results on web sites within this country (or region) are
returned

the Creative Commons license of the contents
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How to fetch Pages

Web Crawler
A (web) crawler is a software agent (also:robot, bot, spider) that
browses the World Wide Web in a methodical, automated manner. It
visits an initial list of seed URLs, identifies all the hyperlinks in the
pages and adds them to a list of URLs still to visit.

Some characteristics of the web make crawling very difficult –
crawlers take care of

obeying politeness policies
(visits, re-visits, parallelization, . . . )

URL normalization

naïve de-duplication (sometimes)
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The big Picture

Observation
However, after crawling content from the web the subsequent steps,
namely, language identification, tokenising, lemmatising,
part-of-speech tagging, indexing, etc. suffer from

’large and messy’ training corpora [. . . ] and interesting
[. . . ] regularities may easily be lost among the countless
duplicates, index and directory pages, web spam, open or
disguised advertising, and boilerplate.

The Problem
Thorough pre-processing and cleaning of web corpora is crucial in
order to obtain reliable frequency data.
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What is a ‘clean’ Page?

Red: unwanted boilerplate; Yellow: Captions (titles, sub-titles, headings, etc.); Green: wanted running text.
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Cleaning a Page with an HTML Formatter

Blackmore’s Night Latest News
Ritchie Blackmore’s Bio
Blackmore’s Night Band Bios
Blackmore’s Night Tour Info
Blackmore’s Night Merchandise
Blackmore’s Night Photo Gallery
Blackmore’s Night Audio Clips
...
Register for
Blackmores Night
Email Updates!
Just enter your
email address in
the box below and
click the ’Sign up’ button!
...
RITCHIE BLACKMORE A MUSICAL HISTORY...
1967 - RITCHIE BLACKMORE - who has previously played with such bands
as the Outlaws, Screaming Lord Sutch, and Neil Christian & The
Crusaders - is invited by ex-Artwoods/The Flowerpot Men keybordist Jon
Lord (who was invited by The Searchers ex-drummer, Chris Curtis) to
form a new band. Other musician’s would be auditioned from a Melody
Maker ad in Deeves Hall in Hertfordshire.
1968- In February, the group would form as Roundabout, consisting of
the three (with Chris Curtis on vocals) along with Dave Curtis on bass
and Bobby Woodman on drums. After only a month of uncompromising
rehearsals, BLACKMORE and LORD would be the only two remaining,
...
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Cleaning a Page with Finn’s BTE Heuristic I

Basic observation: Content-rich section of page tends to occur in
low-HTML-density area

Look for stretch that maximizes the quantity:
N(TOKEN) - N(TAG)
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Cleaning a Page with Finn’s BTE Heuristic II
<h2><a name="...">Background and motivation</a></h2>
<div class="level2">
<p>
<a href="link"><img src="source" alt="Motivational Poster" /></a>
</p>
<p>
Corpus-based distributional models (such as LSA or HAL)
have been claimed to capture interesting aspects of word meaning
...
</p>

SIGWAC WaC@eLex August 10th, 2015 22 / 27



Cleaning a Page with Finn’s BTE Heuristic II
TAG TAG TOKEN TOKEN TOKEN TAG TAG
TAG
TAG
TAG TAG TAG
TAG
TAG
TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN
TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN TOKEN
. . .
TAG
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A Page and a Page and a Page

Duplicates
Exact duplicates are exact copies — and easy to identify

Near-duplicates are identical in terms of content but differ in a
small portion of the document such as e.g., advertisement,
counters, or date — and are more difficult to identify

De-duplication
1 Use a dimensionality reduction technique to map web page

content to small sized fingerprints
2 Use fingerprinting that computes similar values for similar

documents
3 Consider ’similar enough’ fingerprints to represent similar

documents
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Challenges 2.0

World Wide Web 2.0
The term "Web 2.0" was coined in January 1999 by Darcy DiNucci, a
consultant on electronic information design (information
architecture). In her article, "Fragmented Future", DiNucci writes:

“The Web we know now, which loads into a browser window in
essentially static screenfuls, is only an embryo of the Web to come.
The first glimmerings of Web 2.0 are beginning to appear, and we are
just starting to see how that embryo might develop. The Web will be
understood not as screenfulls of text and graphics but as a transport
mechanism, the ether through which interactivity happens. It will
[...] appear on your computer screen, [...] on your TV set [...] your
car dashboard [...] your cell phone [...] hand-held game machines
[...] maybe even your microwave oven.”
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Evaluating the “quality” of Web corpora

Statistical properties
type-token distributions, n-gram frequencies, other markers
representativeness (as sample of the Web)
genre distribution (traditional vs. Web genres)

Corpus comparison
between Web corpora (Ü reliability)
between Web corpus and reference corpus
compared to within-corpus variation

Training data for NLP application
larger amount of training data is often beneficial
confounding factors (NLP algorithm, training regime, . . . )

Linguistic evaluation of Web corpora
as substitute for / extension of reference corpus
need linguistic tasks that can be judged quantitatively and that
make immediate use of corpus frequency data
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Linguistic evaluation of Web corpora

1 Frequency comparison
“good” Web corpora should agree with reference corpus on core
phenomena Ü correlation between frequency counts
e.g. Basic English vocabulary, compound nouns, . . .

2 Identification of multiword expressions (MWE)
well-know NLP task based on co-occurrence statistics
some gold standard data sets available
e.g. “phrasal verbs”, lexical collocations, . . .

3 Distributional semantic models (DSM)
hypothesis: semantic similarity ∼ distributional similarity
distribution quantified by co-occurrences with other words
DSMs can be evaluated in various shared tasks
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