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#### Abstract

In sidechains with Latus consensus, a block forger generates a block using SNARK-proofs, created by decentralized provers and organized in a perfect binary tree (proof tree). One of the most important questions is to assign incentives for these proofs. In this paper, the game theory instruments are used to investigate incentive distribution in proof trees for SNARK-based sidechains to provide stable and efficient block generation. Two different models are considered: when only one sidechain exists, and when there exist a lot of sidechains among which provers may switch any time, trying to get a higher incentive. Utilization of Stirling numbers with non-integer arguments turns out to be very efficient for the second model.


Index Terms-Blockchain, sidechain, Nash equilibrium, Merkle tree, Stirling numbers of the second kind with non-integer arguments

## I. Introduction

This paper works with a scalability solution in the blockchain technology - sidechains [1], [2], [3], [4]. A sidechain is a parallel blockchain bound to the main one, and it provides an additional functionality that for some reasons cannot be available in the original blockchain that is called a mainchain. Here we investigate the Latus Protocol [5] that is a PoS consensus based on the Ouroboros Praos [6] with an additional feature of binding to a PoW mainchain. This binding is needed to provide such necessary blockchain property as persistence [7]. A sidechain sends some information to the mainchain that contains a series of recurrent zk-SNARKproofs [8], [9]. Such information also allows to establish decentralized and verifiable cross-chain transfers. Latus utilizes a recursive composition of SNARKs to construct a succinct proof of the sidechain state progression for the period of a withdrawal epoch. Then, a SNARK for a withdrawal certificate is constructed so that it proves correct sidechain state transition for the whole epoch, and validates backward transfers. That allows the mainchain to verify the sidechain efficiently without having to rely on an intermediary - such as certifiers [4] - and
still be oblivious to the sidechain construction and interactions within it. Block generation in Latus is going on as follows. An entity that creates a block, a block forger, shares a list of transactions that he intends to include into the block. Then the task of zk-SNARK proofs generation is randomly assigned to interested parties called provers. They perform these tasks in parallel, and then submit generated proofs for the sidechain, getting some reward for each accepted proof. Provers construct SNARK-proofs not only for these transactions, but also for each node of the corresponding Merkle tree. We will call such a tree "a proof tree". Each prover sets prices for his proofs, according to the price policy of the current epoch that was set at the end of the previous one. If there are several proofs for a certain node, the block forger chooses the cheapest one. The general purpose of sidechains investigation is to ensure their stable operation (high throughput) via optimal incentive system for all participants.

This paper is a natural continuation of our previous papers [10], [11], where we obtained the following results:

- found estimates for the number of steps to build a complete set of SNARK proofs in the proof tree for blockchains, for two different types of proof construction models: those in which all the proofs to be built are independent (they can be considered as leaves on the proof tree) and those in which the proofs are located at all nodes of the proof tree, and hence form a partially ordered set [10];
- obtained necessary and sufficient conditions for existence of the Nash equilibrium, for various models, price policies, and parameters, both in pure and mixed game theoretic strategies that allows simulation and sometimes prediction of the provers' behavior, proof prices and block forgers' rewards, and help in adequate setting of the price policy, to provide stable operation of the sidechain [11].

In this paper, we first analyze the relation between incentive distributions on the set of proofs and the corresponding Nash equilibrium in the case where all provers are located on the same sidechain and cannot switch to other ones. We consider the game when we can set various possible prices for different proofs, and investigate the question how distribution of incentives for proofs influence their choice by provers. We formulate the relevant definition of a one-step symmetric strategic game and also obtain results on the Nash equilibrium in this game. We show that the Nash equilibrium in mixed strategies occurs when the probabilities in the corresponding distribution are proportional to the incentives for the proofs with which provers are working. It means that provers choose different proofs with probabilities that are approximately proportional to the corresponding incentives. Using this result, we can set a desirable distribution on the set of proofs by setting corresponding incentives to these proofs.

Then, we consider the case when provers can switch arbitrarily among different sidechains choosing more profitable conditions at every moment. Formulas (7), (8) for probabilities to built a level of the tree and the whole tree use Stirling numbers of the second kind whose arguments are usually integer [12]. It makes us to use rounding, which, in turn, gives a "ragged" function. Stirling numbers of complex arguments were proposed in [13]. Our use of this generalization turns out to be a very natural interpolation, a suitable approximation for this model and also convenient for calculation. The results obtained in this case are half-empirical. Through a lot of experiments we show that there is no sense to change proof prices for different levels of the proof tree, and the best solution with respect to the incentive distribution is to set them approximately equal despite of the level number.

## II. Preliminaries

Let us recall some basic definitions from the game theory. More details can be found in one of the textbooks, in particular [14].

Definition 1. A strategic form game consists of

- the set of players $P=\{1,2, \ldots, m\}$;
and for each player $i$, of
- a non-empty set of pure strategies $S_{i}$;
- a utility (payment) function $u_{i}: \prod_{i \in P} S_{i} \rightarrow \mathbb{R}$.

A strategy profile is a combination of strategies of each player, i.e. an element of the Cartesian product $\prod_{i \in P} S_{i}$.

Definition 2. A game is called symmetric, if all strategy sets $S_{i}$ are the same, and for each permutation $\pi$ of strategies

$$
u_{\pi(i)}\left(s_{1}, \ldots, s_{m}\right)=u_{i}\left(s_{\pi(1)}, \ldots, s_{\pi(m)}\right)
$$

In this case, $u_{i}$ is a symmetric function of all its arguments except for the $i$ th.

Note that the replacement of the left action of symmetric group by the right action leads to a stronger concept of a fully symmetric game [15].

Definition 3. If the sets of strategies are equipped by a topology, one can consider the corresponding Borel $\sigma$-algebra.

A mixed (randomized) strategy $\mu_{i}$ is a Borel probability measure on the set of strategies $S_{i}$.

The utility for mixed strategy $\mu_{j}$ on $j$ th place is the expectation calculated via a Lebesgue integral:

$$
u_{i}\left(\ldots, \mu_{j}, \ldots\right)=\int_{S_{j}} u_{i}\left(\ldots, s_{j}, \ldots\right) d \mu\left(s_{j}\right)
$$

Definition 4. A pure strategy Nash equilibrium is a strategy profile $\left(s_{i}\right)_{i \in P} \in \prod_{i \in P} S_{i}$, where for each $i \in P$,

$$
\begin{aligned}
& u_{i}\left(s_{1} \ldots, s_{i-1}, s_{i}, s_{i+1}, \ldots, s_{m}\right) \\
& \quad \geq u_{i}\left(s_{1} \ldots, s_{i-1}, s_{i}^{\prime}, s_{i+1}, \ldots, s_{m}\right) \quad \text { for all } s_{i}^{\prime} \in S_{i}
\end{aligned}
$$

A mixed strategy Nash equilibrium is a mixed strategy profile $\left(\mu_{i}\right)_{i \in P}$, where for each $i \in P$,

$$
\begin{aligned}
& u_{i}\left(\mu_{1} \ldots, \mu_{i-1}, \mu_{i}, \mu_{i+1}, \ldots, \mu_{m}\right) \\
& \quad \geq u_{i}\left(\mu_{1} \ldots, \mu_{i-1}, \mu_{i}^{\prime}, \mu_{i+1}, \ldots, \mu_{m}\right)
\end{aligned}
$$

for all mixed strategies $\mu_{i}^{\prime}$ on $S_{i}$.
In this section we consider a symmetric game, and look for a symmetric Nash equilibrium given by the same probability measure $\mu^{*}$ repeated $m$ times. In this case, we can formulate an equivalent criterion of a Nash equilibrium, making comparisons only with pure strategies.

Lemma 1. For any symmetric game, a symmetric Nash equilibrium is given by a probability measure $\mu^{*}$, iff the utility

$$
\begin{equation*}
u_{1}\left(s_{1}, \mu^{*} \ldots, \mu^{*}\right)=\int_{S^{m-1}} u_{1}\left(s_{1}, \ldots, s_{m}\right) \prod_{j=2}^{m} d \mu^{*}\left(s_{j}\right) \tag{1}
\end{equation*}
$$

satisfies the condition

$$
\begin{equation*}
\operatorname{supp} \mu^{*} \subseteq \underset{s_{1} \in S}{\arg \max } u_{1}\left(s_{1}, \mu^{*} \ldots, \mu^{*}\right) \tag{2}
\end{equation*}
$$

where supp $\mu^{*}$ is the support of the game $\mu^{*}$.
In this case, the game price is

$$
u^{*}=\max _{s_{1} \in S} u_{1}\left(s_{1}, \mu^{*} \ldots, \mu^{*}\right)
$$

## III. Incentive game

In this section, we consider the game when we can set different possible prices for different proofs, and investigate the question how the distribution of incentives for proofs influences their choice. We formulate the corresponding definition of a one-step symmetric strategic game, and also obtain results on the Nash equilibrium in this game. We show that the Nash equilibrium occurs in the case when provers choose different proofs with probabilities that are approximately proportional to the corresponding incentives. It means that we can set a desirable distribution on the set of proofs by setting corresponding incentives to these proofs.

## A. Fixed incentives

Here we describe a symmetric Nash equilibrium for a simple model, when each proof has its own unique fixed price (incentive). Such model may be useful when we need to enforce provers to create some proofs before others.
Definition 5. Symmetric strategic game.

- The set of players ( $\equiv$ provers) is $\{1,2, \ldots, m\}$.
- The set of pure strategies for each player is the set of proofs $\{1,2, \ldots, n\}$. The incentive $q_{j}$ is assigned for each proof $j$. The utility of the game is

$$
u_{i}\left(s_{1}, \ldots, s_{m}\right)=\frac{q_{s_{i}}}{\#\left\{i^{\prime} \mid s_{i^{\prime}}=s_{i}\right\}}
$$

Lemma 2. The utility (1) for the above game is

$$
\begin{equation*}
u_{1}\left(s_{1}, \mu^{*}, \ldots, \mu^{*}\right)=\frac{q_{s_{1}}}{m \mu^{*}\left(s_{1}\right)}\left(1-\left(1-\mu^{*}\left(s_{1}\right)\right)^{m}\right) \tag{3}
\end{equation*}
$$

Proof. Using (1),

$$
\begin{aligned}
& u_{1}\left(s_{1}, \mu^{*}, \ldots, \mu^{*}\right) \\
& \quad=\sum_{s_{2}, s_{3}, \ldots, s_{m} \in\{1, \ldots, n\}} \frac{q_{s_{1}}}{\#\left\{i \mid s_{i}=s_{1}\right\}} \prod_{j=2}^{m} \mu^{*}\left(s_{j}\right) \\
& \quad=\sum_{k=0}^{m-1} \frac{q_{s_{1}}}{k+1}\binom{m-1}{k} \mu^{*}\left(s_{1}\right)^{k}\left(1-\mu^{*}\left(s_{1}\right)\right)^{m-k-1} \\
& \quad=\frac{q_{s_{1}}}{m \mu^{*}\left(s_{1}\right)} \sum_{k=0}^{m-1}\binom{m}{k+1} \mu^{*}\left(s_{1}\right)^{k+1}\left(1-\mu^{*}\left(s_{1}\right)\right)^{m-k-1} \\
& \quad=\frac{q_{s_{1}}}{m \mu^{*}\left(s_{1}\right)}\left(1-\left(1-\mu^{*}\left(s_{1}\right)\right)^{m}\right)
\end{aligned}
$$

The following proposition sets connections between distribution of incentives on proofs and distribution of probabilities to choose the corresponding proof.

Proposition 1. To obtain a symmetric Nash equilibrium given by a mixed strategy $\mu^{*}$ with $\mu^{*}(i)=p_{i}$, one should select incentives according to the proportion

$$
\begin{aligned}
q_{i} & \sim \frac{p_{i}}{1-\left(1-p_{i}\right)^{m}} \\
& =\frac{1}{1+\left(1-p_{i}\right)+\ldots+\left(1-p_{i}\right)^{m-1}} .
\end{aligned}
$$

Proof. According to (2), the utility (3) should be independent of $s_{1}$.

Example 1. To obtain the Nash equilibrium on a uniform distribution, one should select equal values for all $q_{i}$.

Example 2. If $m \gg 1$, i.e. such that $\left(1-p_{i}\right)^{m} \ll 1$ for all $i$, to obtain a Nash equilibrium one should select all $q_{i}$ proportional to $p_{i}$.
Example 3. If $m=2$, then to obtain a Nash equilibrium one should select $q_{i} \sim 1 /\left(2-p_{i}\right)$.

## B. Incentives from intervals

Here we generalize our model from the previous subsection. In this subsection, we assume that some incentive interval is assigned to each proof. Each prover may choose the proof, and then set the price from the corresponding interval, so this strategy consists of two elements - a proof number and its price.

Definition 6. Symmetric strategic game.

- The set of players ( $\equiv$ provers) is $\{1,2, \ldots, m\}$.
- There are given the set of proofs $\{1,2, \ldots, n\}$ and an interval of incentives $\left[q_{j, \min }, q_{j, \max }\right.$ ] is assigned to each proof $j$.
Let a pure strategy for each player be an element $s$ of the disjoint union of all these intervals $\coprod_{1 \leq j \leq n}\left[q_{j, \min }, q_{j, \max }\right]$, i.e. a pair $\left(s^{\dagger}, s^{\ddagger}\right)$ with $1 \leq s^{\dagger} \leq$ $n$ and $s^{\ddagger} \in\left[q_{s^{\prime}, \min }, q_{s^{\prime}, \max }\right]$.
The utility is

$$
\begin{aligned}
& u_{i}\left(s_{1}, \ldots, s_{m}\right) \\
& \quad= \begin{cases}\frac{s_{i}^{\ddagger}}{\# \underset{i^{\prime} \in\left\{i^{\prime \prime} \mid s_{i^{\prime \prime}}^{\dagger}=s_{i}^{\dagger}\right\}}{\arg \min }\left(s_{i^{\prime}}^{\ddagger}\right)}, & \text { if } i \in \underset{i^{\prime} \in\left\{i^{\prime \prime} \mid s_{i^{\prime \prime}}^{\dagger}=s_{i}^{\dagger}\right\}}{\arg \min }\left(s_{i^{\prime}}^{\ddagger}\right) \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

A mixed strategy is a probability measure on $\coprod_{1 \leq j \leq n}\left[q_{j, \min }, q_{j, \max }\right]$, or equivalently a discrete probability distribution $\left(p_{j}\right)_{1 \leq j \leq n}$ on proofs together with the probability measure $\mu_{j}$ on $\left[q_{j, \text { min }}, q_{j, \text { max }}\right]$ absolutely continuous with respect to the Lebesgue measure for $1 \leq j \leq n$.

Lemma 3. For a mixed strategy $\mu^{*}=\left(p_{j}, \mu_{j}\right)_{1 \leq j \leq n}$

$$
\begin{aligned}
& u_{1}\left(s_{1}, \mu^{*}, \ldots, \mu^{*}\right) \\
& =\frac{s_{1}^{\ddagger}\left(\left(1-p_{s_{1}^{\dagger}}+p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)\right)^{m}-\left(1-p_{s_{1}^{\dagger}}\right)^{m}\right)}{m p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)} \\
& =\frac{s_{1}^{\ddagger}}{m} \sum_{k=0}^{m-1}\left(1-p_{s_{1}^{\dagger}}+p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)\right)^{k}\left(1-p_{s_{1}^{\dagger}}\right)^{m-k-1} .
\end{aligned}
$$

Proof. Using (1),

$$
\begin{aligned}
& u_{1}\left(s_{1}, \mu^{*}, \ldots, \mu^{*}\right) \\
& \quad=\sum_{s_{2}^{\dagger}, s_{3}^{\dagger}, \ldots, s_{m}^{\dagger} \in\{1, \ldots, n\}} p_{s_{2}^{\dagger}} \cdots p_{s_{m}^{\dagger}} \\
& \quad \times \int u_{1}\left(s_{1}, \ldots, s_{m}\right) d \mu_{2}\left(s_{2}^{\ddagger}\right) \cdots d \mu_{m}\left(s_{m}^{\ddagger}\right)
\end{aligned}
$$

$$
\begin{aligned}
& u_{1}\left(s_{1}, \mu^{*}, \ldots, \mu^{*}\right) \\
& =\sum_{k=0}^{m-1}\binom{m-1}{k} \frac{s_{1}^{\ddagger}}{k+1} p_{s_{1}^{\dagger}}^{k}\left(1-p_{s_{1}^{\dagger}}\right)^{m-k-1} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)^{k} \\
& = \\
& \\
& \quad \frac{s_{1}^{\ddagger}}{m p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)} \\
& \quad \times \sum_{k=0}^{m-1}\binom{m}{k+1} p_{s_{1}^{\dagger}}^{k+1}\left(1-p_{s_{1}^{\dagger}}\right)^{m-k-1} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)^{k+1} \\
& = \\
& \\
& \quad \frac{s_{1}^{\ddagger}}{m p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)} \\
& \quad \times\left(\left(1-p_{s_{1}^{\dagger}}+p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \text { max }}\right]\right)\right)^{m}-\left(1-p_{s_{1}^{\dagger}}\right)^{m}\right) .
\end{aligned}
$$

Proposition 2. To obtain a symmetric Nash equilibrium given by a mixed strategy $\mu^{*}=\left(\left(p_{j}\right)_{1 \leq j \leq n},\left(\mu_{j}\right)_{1 \leq j \leq n}\right)$ one should select incentives according to the proportion

$$
\begin{equation*}
q_{i, \max } \sim\left(1-p_{i}\right)^{1-m} \tag{4}
\end{equation*}
$$

Proof. According to (2), the utility (3) should be independent of $s_{1}$.

$$
\begin{array}{r}
\frac{s_{1}^{\ddagger}}{m} \sum_{k=0}^{m-1}\left(1-p_{s_{1}^{\dagger}}+p_{s_{1}^{\dagger}} \mu_{1}\left(\left[s_{1}^{\ddagger}, q_{s_{1}^{\dagger}, \max }\right]\right)\right)^{k}\left(1-p_{s_{1}^{\dagger}}\right)^{m-k-1} \\
=q, \max (1-p)^{m-1}
\end{array}
$$

The results obtained in this section for two different models may be interpreted as follows:

- according to Proposition 1, in the case of fixed values of incentives and of a sufficiently large number of provers, we should assign incentives proportional to a desired probability distribution, to guarantee stable functioning of the sidechain;
- according to Proposition 2, in the case when provers may choose incentives from some intervals themselves, to achieve stability in the sidechain we should assign right ends of the intervals, as in the proportion (4).


## IV. Incentives for tree levels

Suppose that some mainchain has many different sidechains, and the provers at each step can choose which sidechain to work on. Indeed, it is the most advantageous to build proofs at the lowest level of the tree, since in this case the probability that the created proof will be accepted is the largest. Therefore, one possible strategy for provers could be to switch to the sidechain where the bottom levels of the tree is currently being built. Based on this, the question arises: how to distribute incentives for each level of the tree in order to attract the optimal number of provers to work with this level? In the previous section, for the case of one sidechain, a result was obtained showing that incentives must be larger to attract more provers, and vice versa. Following this logic, incentives would need to decrease as the level number increases in order


Fig. 1. The perfect binary tree $M_{4}$ with nodes labeled by binary strings
to attract fewer provers for fewer proofs. In what follows, we formulate a theoretical background and then test this assumption experimentally.

## A. Probabilities for proof-tree construction

Let us introduce the following notations. We denote by $v_{p}$ the average incentive received by the prover for the completed proof (taking into account also those proofs that were rejected due to duplicated generation by several provers). Next, let the blockforger want to include the $2^{\ell-1}$ transaction for some nonnegative integer $\ell$. Therefore, in order to successfully create a block, provers must build a proof tree consisting of $\ell$ levels.

Let us denote by $M_{\ell}$ the corresponding proof tree.
Definition 7. A rooted binary tree is called perfect, if all its interior nodes have two children and all leaves have the same depth (i.e. distance to the root).

The perfect binary tree $M_{\ell}$ with $\ell$ levels has $n=2^{\ell-1}$ leaves and, more generally,

$$
n_{i}=2^{\ell-i}
$$

nodes on $i$-th level $(1 \leq i \leq \ell)$ starting from the bottom. These nodes may be subsequently indexed by $0 \leq j<2^{\ell-i}$, and the binary string representation has length $\ell-i$. See Figure 1 .

We suppose that the blockforger's fee for a block is proportional to the number of transactions. So, we can subtract this sum and consider the part of the transaction fee $v_{t}$ used to pay to provers. Let us denote $\nu=v_{t} / v_{p}$.
We also assume that on $i$-th level we will pay $v_{i}$ for a proof, and $m_{i}$ provers work at this level. The equilibrium condition that each prover expects to obtain $v_{p}$ for a proof takes the form

$$
m_{i} v_{p} \approx n_{i} v_{i}
$$

Let us denote $\nu_{i}=v_{i} / v_{p}$ and set exactly

$$
\begin{equation*}
m_{i}=\left[2^{\ell-i} \nu_{i}\right], \tag{5}
\end{equation*}
$$

where $x \mapsto[x]$ is the usual rounding function.
Note that $v_{i}$ (resp. $\nu_{i}$ ) for all $i$ satisfy the conservation law

$$
\begin{equation*}
\sum_{1 \leq i \leq \ell} n_{i} v_{i}=n v_{t} \quad \text { or } \quad \sum_{1 \leq i \leq \ell} 2^{1-i} \nu_{i}=\nu \tag{6}
\end{equation*}
$$

According to [10, Sec 3], the probability that the $i$-th level will be proved in one step equals to the share of
surjections $\left\{1,2, \ldots, n_{i}\right\} \rightarrow\left\{1,2, \ldots, m_{i}\right\}$ among all maps $\left\{1,2, \ldots, n_{i}\right\} \rightarrow\left\{1,2, \ldots, m_{i}\right\}$

$$
\begin{equation*}
p_{i}=\frac{n_{i}!S\left(m_{i}, n_{i}\right)}{n_{i}^{m_{i}}} . \tag{7}
\end{equation*}
$$

Here $S\left(m_{i}, n_{i}\right)$ are Stirling numbers of the second kind [12]. Note that $n_{\ell}=1$, so for $m_{\ell} \geq 1$ we have $p_{\ell}=S\left(m_{\ell}, 1\right)=1$.

The probability that the whole tree will be built in $\ell$ steps is

$$
\begin{equation*}
p=\prod_{i=1}^{\ell-1} p_{i}=\prod_{i=1}^{\ell-1} \frac{n_{i}!S\left(m_{i}, n_{i}\right)}{n_{i}^{m_{i}}} \tag{8}
\end{equation*}
$$

Now we are ready to formulate computational problems:
Problem 1. Let $\ell$ and $\nu=v_{t} / v_{p}$ be fixed. Find the maximum of the probability (8) as a function of $\nu_{i}$ satisfying relation (6).

The above problem may take a significant time to check all suitable values of $\nu_{i}$. But our numerical calculations show that it is sufficient to consider only cases when these values form a geometric progression with a common ratio $z$. From relation (6) we get

$$
\begin{equation*}
\nu_{i}=\nu \frac{1-z / 2}{1-(z / 2)^{\ell}} z^{i-1}, \quad 1 \leq i \leq \ell \tag{9}
\end{equation*}
$$

To have $\nu_{\ell} \geq 1$, it is natural to consider $\nu \geq 1 /(1-z / 2)$.
Alternatively, if we suppose that $\nu_{\ell}=1$ (the minimal possible number of provers to built a root-proof in one step) and other $\nu_{i}$ form a geometric progression, we get

$$
\begin{equation*}
\nu_{i}=\left(\nu-2^{1-\ell}\right) \frac{1-z / 2}{1-(z / 2)^{\ell-1}} z^{i-1}, \quad 1 \leq i<\ell \tag{10}
\end{equation*}
$$

Problem 2. Let $\ell$ and $\nu=v_{t} / v_{p}$ be fixed. Find the maximum of the probability

$$
\begin{equation*}
p=\prod_{i=1}^{\ell-1} \frac{2^{\ell-i}!\cdot S\left(\left[2^{\ell-i} \nu_{i}\right], 2^{\ell-i}\right)}{2^{(\ell-i)\left[2^{\ell-i} \nu_{i}\right]}} . \tag{11}
\end{equation*}
$$

as a function of $z$, where $\nu_{i}$ are given by (9) or (10).
Interpolation using Stirling numbers for non-integer arguments: Flajolet and Prodinger in [13], applying the Cauchy's coefficient formula to the generating function, obtained generalizations of the Stirling numbers of the second kind for the complex arguments. In the case where only the first argument $x$ is not an integer (with $\Re x>0$ ), the usual binomial formula remains valid:

$$
\begin{equation*}
S(x, k)=\frac{1}{k!} \sum_{j=1}^{k}\binom{k}{j}(-1)^{k-j} j^{x} . \tag{12}
\end{equation*}
$$

We can apply this formula to avoid rounding in (5). The modified formula for probability will be

$$
p=2^{-\sum_{i=1}^{\ell-1}(\ell-i) 2^{\ell-i} \nu_{i}} \cdot \prod_{i=1}^{\ell-1} \sum_{j=1}^{2^{\ell-i}}\binom{2^{\ell-i}}{j}(-1)^{j} j^{2^{\ell-i} \nu_{i}} .
$$

In the case when $\nu_{i}$ are given by a geometric progression (9),
$p=2^{-2^{\ell-1} \frac{(\ell-1)-\ell(z / 2)+(z / 2)^{\ell}}{(1-z / 2)\left(1-(z / 2)^{\ell}\right)}} \cdot \prod_{i=1}^{\ell-1} \sum_{j=1}^{2^{\ell-i}}\binom{2^{\ell-i}}{j}(-1)^{j} j^{2^{\ell-i} \nu_{i}}$.

## B. Explicit calculations

Here we present results of calculations related to Problem 2 using Wolfram Mathematica.

Formulas (11), 93 are implemented in the listing

```
PrTr[1_, nu_, z_] := Module[{n, m},
    n = Table[BitShiftLeft[1,l-i],{i,l-1}];
    m = Table[ Round[n[[i]] * nu *
        z^(i-1)*(1-z/2)/(1-(z/2)^1)],{i,l-1}];
    Product[Factorial[n[[i]]] *
        StirlingS2[m[[i]], n[[i]]] /
        BitShiftLeft[1,(1-i) * m[[i]]],
        {i, l-1}]];
```

Application of the rounding function switches further calculations to infinite-precision arithmetics.

Formula (13) is implemented in the listing
$\operatorname{PrTrC}\left[1_{-}, \mathrm{nu}_{-}, \mathrm{z}_{-}\right]:=\operatorname{Module}[\{\mathrm{n}\}$,
$\mathrm{n}=$ Table $[$ BitShiftLeft $[1,1-\mathrm{i}],\{\mathrm{i}, 1-1\}]$;
Product[Sum[Binomial[n[[i]],j]*
$(-1)^{\wedge} \mathrm{j} * \mathrm{j}^{\wedge}$
( $\mathrm{n}[[\mathrm{i}]] * \mathrm{nu} * \mathrm{z}^{\wedge}(\mathrm{i}-1) *$
$\left.(1-z / 2) /\left(1-(z / 2)^{\wedge} 1\right)\right)$,
$\{\mathrm{j}, \mathrm{n}[[\mathrm{i}]]\}], \quad\{\mathrm{i}, 1-1\}] /$
$2^{\wedge}\left(2^{\wedge}(1-1) * \mathrm{nu} *\right.$

$$
\left((1-1)-1 * z / 2+(z / 2)^{\wedge} 1\right) /
$$

$$
\left.\left.\left((1-z / 2)\left(1-(z / 2)^{\wedge} 1\right)\right)\right)\right] ;
$$

It assumes arbitrary-precision arithmetics.
Please note that using the formula (10) instead of (9) results in a very similar picture.

Our preferences for application is constructing of a proof tree with $\ell=9$ levels. We consider another value $\ell=4$ to compare results.

Note that for fixed $\ell$ and $\nu$, the first realization of the function $p(z)$ is a piecewise continuous locally constant (because of the rounding function inside). The second realization of $p(z)$ looks like a suitable smooth approximation of it. So, in what follows we prefer to use this realization. The function $p(z)$ reaches the global maximum in the interval inside $[0,1]$ (closer to 1). See Figure 2 and Figure 3 as examples.

Dependencies of $p_{z=1.25}, p_{z=1}, p_{z=.85}, p_{z=.65}$ and $\max _{z} p$ on $\nu$ for $\ell=4$ levels are shown in Figure 4. Dependencies of $p_{z=1.2}, p_{z=1}, p_{z=.95}, p_{z=.9}$ and $\max _{z} p$ on $\nu$ for $\ell=9$ levels are shown in Figure 5 All functions are monotone increasing.

It is convenient to consider the relative forms, i.e. differences with the incentive-free case:

$$
\left.\Delta p\right|_{z_{1}}:=\left.p\right|_{z=z_{1}}-\left.p\right|_{z=1}, \quad \Delta \max _{z} p:=\max _{z} p-\left.p\right|_{z=1}
$$

Dependencies of the differences $\left.\Delta p\right|_{.692},\left.\Delta p\right|_{.72},\left.\Delta p\right|_{.99}$ and $\Delta \max _{z} p$ on $\nu$ for $\ell=4$ are shown in Figure 6. Dependencies


Fig. 2. Dependencies of $p$ on $z$ for $\ell=4$ and $\nu=12$


Fig. 3. Dependencies of $p$ on $z$ for $\ell=9$ and $\nu=12$
of the differences $\left.\Delta p\right|_{.9784},\left.\Delta p\right|_{.9794},\left.\Delta p\right|_{.99}$ and $\Delta \max _{z} p$ on $\nu$ for $\ell=9$ are shown in Figure 7. These functions come in three forms: positive, negative, and both. It can be seen in both figures that the maximum points fall on the same curve with good accuracy.

One can see that $\Delta \max _{z} p<.029$ for $\ell=4$ and $\Delta \max _{z} p<.0014$ for $\ell=9$. Moreover, for $\ell=9$ to reach a probability $p>.9$, we have to assume $\nu \gtrsim 17$, and in this case $\Delta \max _{z} p<.0005$ whence we can conclude that at least in the second case changes in incentives for different levels within the range of reaching the maximum practically do not affect the probability of building a tree.

Dependencies of $\operatorname{argmax}_{z} p$ on $\nu$ for $\ell=4,5,6,9$ are shown in Figure 8 . This function is monotone increasing in both arguments $\nu$ and $\ell$. For large values of $\ell$, it is nearly a constant in $\nu$, e.g. for $\ell=9, \operatorname{argmax}_{z} p \approx .99$.

## V. Conclusion

The results of this paper give us a tool to, in a sense, control the behavior of provers to provide stable block generation with sufficiently high throughput in sidechains. We showed that the optimal incentive policy depends on the model we consider -


Fig. 4. Dependencies of $p$ for different values of $z$ and $\max _{z} p$ on $\nu$ for $\ell=4$


Fig. 5. Dependencies of $p$ for different values of $z$ and $\max _{z} p$ on $\nu$ for $\ell=9$
only one sidechain or a lot of ones with provers' ability to switch between them.

For the model from Section III, we give some tools how to assign incentives for proofs in two cases: when this incentives may take only fixed values, and in the case when provers may choose them from some intervals.

For the model from Section IV, we show that here for our conditions there is no sense to change incentive prices for different levels of a proof tree.

The next question is how to simulate provers in more complex, and at the same time, the most practically significant case of optimal incentivizing for generating multiple numbers of proof trees.
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Fig. 6. Dependencies of $\left.\Delta p\right|_{.692},\left.\Delta p\right|_{.72},\left.\Delta p\right|_{.99}$ and $\Delta \max _{z} p$ on $\nu$ for $\ell=4$


Fig. 7. Dependencies of $\left.\Delta p\right|_{.9784},\left.\Delta p\right|_{.9794},\left.\Delta p\right|_{.99}, \Delta \max _{z} p$ on $\nu$ for $\ell=9$


Fig. 8. Dependencies of $\operatorname{argmax}_{z} p$ on $\nu$ for $\ell=4,5,6,7,8,9$
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